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Abstract

A powerful, easy-to-use analytic tool for nonlinear problems in general, namely the homotopy analysis method, is further improved and systematically described through a typical nonlinear problem, i.e. the algebraically decaying viscous boundary layer flow due to a moving sheet. Two rules, the rule of solution expression and the rule of coefficient ergodicity, are proposed, which play important roles in the frame of the homotopy analysis method and simplify its applications in science and engineering. An explicit analytic solution is given for the first time, with recursive formulas for coefficients. This analytic solution agrees well with numerical results and can be regarded as a definition of the solution of the considered nonlinear problem.
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1. Introduction

In most cases it is difficult to solve nonlinear problems, especially analyti-
cally. Perturbation techniques [1,2] are currently the main stream. Perturbation
techniques are based on the existence of small/large parameters, the so-called
perturbation quantity. Unfortunately, many nonlinear problems in science and
engineering do not contain such kind of perturbation quantities at all. Some
nonperturbative techniques, such as the artificial small parameter method [3],
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the $\delta$-expansion method [4] and the Adomian’s decomposition method [5], have been developed. Different from perturbation techniques, these nonperturbative methods are independent upon small parameters. However, both of the perturbation techniques and the nonperturbative methods themselves can not provide us with a simple way to adjust or control the convergence region and rate of given approximate series.

Liao [6] proposed a powerful analytic method for nonlinear problems, namely the homotopy analysis method [7–13]. Different from all reported perturbation and nonperturbative techniques mentioned above, the homotopy analysis method itself provides us with a convenient way to control and adjust the convergence region and rate of approximation series, when necessary. Briefly speaking, the homotopy analysis method has the following advantages

- it is valid even if a given nonlinear problem does not contain any small/large parameters at all;
- it itself can provide us with a convenient way to adjust and control the convergence region and rate of approximation series when necessary;
- it can be employed to efficiently approximate a nonlinear problem by choosing different sets of base functions.

To systematically describe the basic ideas of the homotopy analysis method and to show its validity, let us consider a viscous boundary layer flow due to a moving sheet occupying the negative $x$-axis and moving continuously in the positive $x$-direction at a velocity

$$u_s = u_0 \left( \frac{x_0}{|x|} \right)^\kappa, \quad 0 < \kappa < 1, \quad (1)$$

where $(x, y)$ denotes the coordinate in Cartesian system. The boundary layer flow is governed by

$$\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, \quad u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \frac{\partial^2 u}{\partial y^2}, \quad (2)$$

where $u$ and $v$ are the velocity components in the $x$- and $y$-directions, respectively. The corresponding boundary conditions are

$$u = u_s, \quad v = 0 \quad \text{at} \quad y = 0, \quad u \to 0 \quad \text{as} \quad y \to +\infty. \quad (3)$$

Under the similar transformation

$$\psi = F(\xi) \sqrt{2\nu u_s |x|}, \quad \xi = y \sqrt{\frac{u_s}{2\nu |x|}}, \quad (4)$$

where $\psi$ is the stream function defined by $u = \partial \psi / \partial y$ and $v = -\partial \psi / \partial x$, the Eqs. (2) and (3) become
\[ F'''(\xi) + (\kappa - 1)F(\xi)F''(\xi) - 2\kappa[F'(\xi)]^2 = 0 \]  \hspace{1cm} (5) 

and

\[ F(0) = 0, \quad F'(0) = 1, \quad F'(+\infty) = 0, \]  \hspace{1cm} (6) 

where the prime denotes differentiation with respect to \( \xi \). For details, please refer to Kuiken [14].

Kuiken [14] gave such an asymptotic expression

\[ f \sim (\xi - \xi_0)^\alpha \sum_{i=0}^{N} c_i (\xi - \xi_0)^{-i(1+\alpha)}, \]  \hspace{1cm} (7) 

where

\[ \alpha = \frac{1 - \kappa}{1 + \kappa} \]  \hspace{1cm} (8) 

and the coefficients \( c_i \) are given by recursive formulas and the coefficients \( c_0, \xi_0 \) are determined by an iterative numerical approach. Thus, rigorously speaking, Kuiken’s solution is semi-analytic and semi-numerical one. Besides, the above expression is valid only for \( \xi - \xi_0 \gg 1 \), because it is singular at \( \xi = \xi_0 \). To the best of our knowledge, no one has reported an explicit, purely analytic solution of (5) and (6), valid in the whole region \( 0 \leq \xi \leq +\infty \).

In this paper the homotopy analysis method is further improved and systematically described in a usual procedure through a typical example mentioned above. Two rules are described, which play important roles in the frame of the homotopy analysis method and simplify its applications in science and engineering. An explicit analytic solution of above nonlinear problem is given for the first time.

2. Homotopy analysis method

In this section the homotopy analysis method is further improved and systematically described to give an explicit analytic solution of the nonlinear problem mentioned above. A usual procedure of the homotopy analysis method is proposed for the first time.

2.1. Analysis of asymptotic property

The application of the homotopy analysis method starts from the analysis of asymptotic property of the considered problem, if possible. Due to the boundary condition (6), \( F'(\xi) \to 0 \) as \( \xi \to +\infty \). So, it is important to qualitatively analyze the asymptotic property of \( F(\xi) \) at infinity. Does \( F'(\xi) \to 0 \)
exponentially or algebraically? Kuiken [14] pointed out that when \(0 < \kappa < 1\) Eqs. (5) and (6) have solutions with the algebraic property

\[ F(\xi) \sim \xi^\alpha \]  

(9)

for large \(\xi\), where \(\alpha\) defined by (8) is obtained by substituting the main term \(F \sim \xi^\alpha\) into (5) for large \(\xi\). Thus, \(F^\prime(\xi) \sim \xi^{\alpha-1}\) algebraically decays to zero as \(\xi \to +\infty\).

The analysis of asymptotic property of a nonlinear problem often provides us with a lot of valuable information, which often greatly increase convergence rate of approximate series. However it had to be pointed out that sometimes it is hard to analyze asymptotic properties of a given nonlinear problem at infinity.

2.2. Rule of solution expression

Due to the asymptotic property (9) and Eqs. (5) and (6), it is natural to assume that \(F(\xi)\) can be expressed by the set of base function

\[
\{ (1 + \xi)^x, 1, (1 + \xi)^{mx-n} | m x - n < 0, m \geq 1 \text{ and } n \geq 1 \text{ are integers} \}
\]

so that \(F(\xi)\) can be expressed by

\[ F(\xi) = a + (1 + \xi)^x \sum_{m=0}^{+\infty} \sum_{n=1}^{+\infty} b_{m,n} (1 + \xi)^{m(x-n)}, \]  

(11)

where \(a\) and \(b_{m,n}\) are coefficients. This provides us with the rule of solution expression.

2.3. Choosing initial guess and auxiliary linear operator

Due to the boundary conditions (6) and the rule of solution expression described by (11), it is straightforward to choose

\[ F_0(\xi) = \frac{(1 + \xi)^x - 1}{x} \]  

(12)

as the initial approximation of \(F(\xi)\). Furthermore, due to the boundary conditions (6) and the foregoing rule of solution expression, it is natural to choose the auxiliary linear operator

\[
\mathcal{L}[(\Phi(\xi; q)] = (1 + \xi)^3 \frac{\partial^3 \Phi(\xi; q)}{\partial \xi^3} + 2(1 - \alpha)(1 + \xi)^2 \frac{\partial^2 \Phi(\xi; q)}{\partial \xi^2} \\
- \alpha(1 - \alpha)(1 + \xi) \frac{\partial \Phi(\xi; q)}{\partial \xi}
\]  

(13)
with the property
\[ \mathcal{L}[C_0 + C_1(1 + \xi)^2 + C_2(1 + \xi)^{2+1}] = 0, \]
where \( x \) is defined by (8) and \( C_0, C_1, C_2 \) are coefficients.

2.4. The zero-order deformation equation

Due to the governing Eq. (5) we define the nonlinear operator
\[ \mathcal{N}[\Phi(\xi; q)] = \frac{\partial^3 \Phi(\xi; q)}{\partial \xi^3} + (\kappa - 1)\phi(\xi; q) \frac{\partial^2 \Phi(\xi; q)}{\partial \xi^2} - 2\kappa \left[ \frac{\partial \Phi(\xi; q)}{\partial \xi} \right]^2. \]

Let \( h \) denote a nonzero auxiliary parameter and
\[ H(\xi) = (1 + \xi)^\gamma, \]
an auxiliary function, where \( \gamma \) is a real number to be determined later. Then, we construct the zero-order deformation equation
\[ (1 - q)\mathcal{L}[\Phi(\xi; q) - F_0(\xi)] = hqH(\xi)\mathcal{N}[\Phi(\xi; q)], \]
subject to the boundary conditions
\[ \Phi(0; q) = 0, \quad \frac{\partial \Phi(\xi; q)}{\partial \xi} \bigg|_{\xi=0} = 0, \quad \frac{\partial^2 \Phi(\xi; q)}{\partial \xi^2} \bigg|_{\xi=+\infty} = 0, \]
where \( q \in [0, 1] \) is an embedding parameter. When \( q = 0 \), it is straightforward that
\[ \Phi(\xi; 0) = F_0(\xi). \]

When \( q = 1 \), the zero-order deformation equations (17) and (18) are equivalent to the original Eqs. (5) and (6) so that
\[ \Phi(\xi; 1) = F(\xi). \]

So, as the embedding parameter \( q \) increases from 0 to 1, \( \Phi(\xi; q) \) varies (or deforms) from the initial approximation \( F_0(\xi) \) to the solution \( F(\xi) \) of the original Eqs. (5) and (6).

Due to Taylor’s theorem and (19), we expand \( \Phi(\xi; q) \) in the power series
\[ \Phi(\xi; q) \sim F_0(\xi) + \sum_{m=1}^{+\infty} F_m(\xi)q^m. \]
where
\[
F_m(\xi) = \left. \frac{1}{m!} \frac{\partial^{m} \Phi(\xi; q)}{\partial q^m} \right|_{q=0}.
\] (22)

Assume that the above series is convergent when \( q = 1 \), we have due to (20) that
\[
F(\xi) = F_0(\xi) + \sum_{m=1}^{+\infty} F_m(\xi).
\] (23)

2.5. The high-order deformation equation

Differentiating the zero-order deformation equations (17) and (18) \( m \) times with respect to \( q \) and then dividing them by \( m! \) and finally setting \( q = 0 \), we have the so-called \( m \)th-order deformation equation
\[
\mathcal{L}[F_m(\xi) - \chi_m F_{m-1}(\xi)] = hH(\xi)R_m(\xi),
\] (24)
subject to the boundary conditions
\[
F_m(0) = F_m'(0) = F_m'(\infty) = 0,
\] (25)
where
\[
R_m(\xi) = \left. \frac{1}{(m-1)!} \frac{\partial^{m-1} \mathcal{N} [\Phi(\xi; q)]}{\partial q^{m-1}} \right|_{q=0}
\]
\[
= F'''_{m-1}(\xi) + \sum_{n=0}^{m-1} (\kappa - 1) F_n(\xi) F'''_{m-1-n}(\xi) - 2\kappa F''_n(\xi) F''_{m-1-n}(\xi)
\] (26)
and
\[
\chi_m = \begin{cases} 0, & \text{when } m \leq 1, \\ 1, & \text{when } m \geq 2. \end{cases}
\] (27)

2.6. Rule of coefficient ergodicity

The \( m \)th-order deformation equations (24) and (25) are linear and thus can be easily solved, especially by means of symbolic computation software such as Mathematica, Maple, MathLab and so on. The value of \( \gamma \) in the auxiliary function \( H(\xi) \) defined by (16) is determined by both of the foregoing rule of solution expression and the so-called rule of coefficient ergodicity, i.e. all coefficients of the solution can be modified when the order of approximation tends to infinity. Due to the rule of solution expression described by (11), \( \gamma \) should be an integer. It is found that when \( \gamma \geq 2 \) the solution contains the terms \((1 + \xi)^{\gamma+1}\)
so that the rule of solution expression is disobeyed. When \( \gamma \leq 0 \) the coefficients of some terms such as \((1 + \xi)^{2-1}\) are always zero and thus can not be improved even as the order of approximation tends to infinity. This however disobeys the rule of coefficient ergodicity. Thus, \( \gamma = 1 \) and therefore the auxiliary function

\[ H(\xi) = 1 + \xi \]  

is uniquely determined by both of the rule of solution expression and the rule of coefficient ergodicity.

### 2.7. Recursive expression of solution

Using the auxiliary function (28) and solving first several \( m \)th-order deformation equations (24) and (25) for \( m = 1, 2, 3, \ldots \), we find that \( F_m(\xi) \) can be expressed in general by

\[ F_m(\xi) = A_m + (1 + \xi)^2 \sum_{i=0}^{m} \sum_{j=i}^{2m-i} B^i_m (1 + \xi)^{i-j}, \]  

(29)

where \( A_m \) and \( B^i_m \) are coefficients. To ensure that the above expression holds for all \( m \geq 1 \), we substitute it into the \( m \)th-order deformation equation (24) and obtain the following recurrence formula

\[ B^i_m = \chi_m \chi_{m+1-i} \chi_{2m-i-j} B^{i-1}_{m-1} + \frac{H^{i-j}_{m}}{(i \xi - j)(i \xi - j - 1)(i + 1)(i - j)} \]  

(30)

for \( 0 \leq i \leq m, \ i \leq j \leq 2m - i \) when \( i^2 + j^2 \neq 0 \) and

\[ (i \xi - j)(i \xi - j - 1)(i + 1)(i - j) \neq 0, \]

where

\[ \gamma^{i,j}_m = \chi_{m+1-i} \chi_{i-j}[[(i + 1) \xi - j][(i + 1) \xi - j - 1][(i + 1) \xi - j - 2]B^{i-2}_m \\
+ (\kappa - 1)(\chi_{m+1-i} \chi_{j+1-i} \chi_{2m+1-i-j} B^{i,j}_m + \chi_{i+1} \Delta^{i,j}_m) - 2\kappa \chi_{i+1} \delta^{i,j}_m \]  

(31)

with the definitions

\[ \delta^{i,j}_m = \sum_{n=0}^{m-1} \min\{n,i-1\} \min\{2n-r,r+j-i\} \sum_{s=\max\{r,i+j+2n-2m-r\}}^\infty [(r + 1) \xi - s] \\
\times [(i - r) \xi - j + s + 1] B_{n}^r B_{m-1-n}^s B_{i-r-1,j-s-1}^{r-1}, \]  

(32)

\[ \Delta^{i,j}_m = \sum_{n=0}^{m-1} \min\{n,i-1\} \min\{2n-r,r+j-i\} \sum_{s=\max\{r,i+j+2n-2m-r\}}^\infty [(i - r) \xi - j + s + 1] B_{n}^r B_{m-1-n}^s B_{i-r-1,j-s-1}^{r-1}, \]  

(33)
\[ \beta_{m}^{i,j} = \sum_{n=0}^{\min\{m-1-i, Q(2m-i-j-1)/2\}} [(i+1)z - j][(i+1)z - j+1]A_nB_{m-1-n}^{i,j-1} \]  
(34)

and

\[ Q(2k) = Q(2k+1) = 2k \]
(35)

for integers \( k \geq 0 \). Besides,

\[ B_{m}^{i,j} = 0 \quad \text{when} \quad (ix - j)(ix - j-1)((i+1)z - j) = 0. \]
(36)

Due to the boundary condition (25), we have

\[ B_{m}^{0,0} = \sum_{j=1}^{2m} \left(1 - \frac{j}{z}\right)B_{m}^{0,j} - \sum_{i=1}^{m} \sum_{j=i}^{2m-i} \left(i + 1 - \frac{j}{z}\right)B_{m}^{i,j}, \]
(37)

\[ A_{m} = \sum_{i=0}^{m} \sum_{j=i}^{2m-i} B_{m}^{ij}, \]
(38)

The first two coefficients

\[ A_0 = -\frac{1}{z}, \quad B_{0}^{0,0} = \frac{1}{z} \]
(39)

are given by the initial guess (12). Thus, using these two coefficients and foregoing recursive formulas (30)–(38), we can successively calculate \( F_{m}(\xi) \) for \( m = 1, 2, 3, \ldots \). At the \( M \)th-order of approximation, we have

\[ F(\xi) \approx \sum_{m=0}^{M} \left[ A_m + (1 + \xi)^z \sum_{i=0}^{m} \sum_{j=i}^{2m-i} B_{m}^{ij}(1 + \xi)^{z-j} \right]. \]
(40)

Note that the coefficients of above expression are dependent upon the auxiliary parameter \( h \). Assuming that \( h \) is so properly chosen that the above series converges, we have the explicit analytic solution

\[ F(\xi) = \lim_{M \to +\infty} \sum_{m=0}^{M} \left[ A_m + (1 + \xi)^z \sum_{i=0}^{m} \sum_{j=i}^{2m-i} B_{m}^{ij}(1 + \xi)^{z-j} \right]. \]
(41)

2.8. Convergence theorem

As proved by Liao [7] in general, if \( h \) is properly chosen so that the series (21) is convergent at \( q = 1 \), one can get as accurate approximations as possible by means of the series (23). Similarly, we have

**Theorem 1** (Convergence theorem). The series (23) is an exact solution of Eqs. (5) and (6) as long as it is convergent.
Proof. Due to the definition (27) of $\chi_m$ and the $m$th-order deformation equation (24), it holds

$$hH(\xi) \sum_{m=1}^{M} R_m(\xi) = \sum_{m=1}^{M} \mathcal{L}[F_m(\xi) - \chi_m F_{m-1}(\xi)] = \mathcal{L}[F_M(\xi)].$$

If the series (23) is convergent, it must hold

$$\lim_{M \to +\infty} F_M(\xi) = 0.$$

Thus, due to the definition (13) of $\mathcal{L}$ and above two expressions, we have

$$hH(\xi) \sum_{m=1}^{+\infty} R_m(\xi) = \lim_{M \to +\infty} \mathcal{L}[F_M(\xi)] = \mathcal{L} \left[ \lim_{M \to +\infty} F_M(\xi) \right] = 0,$$

which gives

$$\sum_{m=1}^{+\infty} R_m(\xi) = 0$$

because both of the auxiliary parameter $h$ and the auxiliary function $H(\xi)$ defined by (28) are nonzero. Substituting the definition (26) of $R_m(\xi)$ into above expression, we have

$$\sum_{m=1}^{+\infty} R_m(\xi) = \frac{d^3}{d\xi^3} \left[ \sum_{m=0}^{+\infty} F_m(\xi) \right] + (\kappa - 1) \left[ \sum_{m=0}^{+\infty} F_m(\xi) \right] \frac{d^2}{d\xi^2} \left[ \sum_{m=0}^{+\infty} F_m(\xi) \right]$$

$$- 2\kappa \frac{d}{d\xi} \left[ \sum_{m=0}^{+\infty} F_m(\xi) \right] \frac{d}{d\xi} \left[ \sum_{m=0}^{+\infty} F_m(\xi) \right] = 0. \quad (42)$$

Besides, using the boundary conditions (25) and the definition (12) of the initial guess $F_0(\xi)$, we have

$$\sum_{m=0}^{+\infty} F_m(0) = 0, \quad \sum_{m=0}^{+\infty} F'_m(0) = 1, \quad \sum_{m=0}^{+\infty} F'_m(+\infty) = 0. \quad (43)$$

Thus, due to (42) and (43), the series

$$\sum_{m=0}^{+\infty} F_m(\xi)$$

must be an exact solution of equations (5) and (6). This ends the proof. \qed

2.9. Determining the region of $h$ for validity

Note that the solution (41) contains the auxiliary parameter $h$, which we have great freedom to choose. The validity of foregoing analytic approach is based on such an assumption that the series (21) converges at $q = 1$. It is the
auxiliary parameter $h$ which ensures that this assumption can be satisfied, as verified in our previous publications [7,9–13]. Generally, for any an analytic solution given by the homotopy analysis method, one should provide the corresponding region of $h$, in which the given analytic solution is valid.

When $\kappa = 1/3$ there exists an exact solution

$$\begin{align*}
F(\xi) &= -3 \left( \frac{c^2}{9} \right)^{1/6} \frac{A_i'(z)}{A_i(z)}, \\
\quad z &= \frac{c \xi - 1}{3} \left( \frac{9}{c^2} \right)^{1/3},
\end{align*}$$

(44)

where $A_i(z)$ is Airy function and $c = -F''(0) = 0.56144919346$, as reported by Kuiken [14]. Obviously, this exact analytic solution can be employed to verify the validity of the proposed analytic approach. It is found that the series (41) is convergent when $-1 \leq h < 0$ and $\kappa = 1/3$. When $\kappa = 1/3$ and $h = -1$, our 20th-order approximation agrees well with the exact solution (44), as shown in Fig. 1. And the corresponding value of $F''(0)$ converges to the exact one $F''(0) = -0.56144919346$, as shown in Table 1. This clearly indicates the validity of our analytic approach. Furthermore, it is found that when $-1 \leq h < 0$ the series (41) is valid in the whole region $0 < \kappa < 1$, as shown in Fig. 2. Thus, the explicit analytic solution (41) when $h = -1$ can be regarded as a kind of definition of the nonlinear equations (5) and (6). Note that, different from Kuiken’s asymptotic expression (7), the solution (41) is a purely analytic solution and is valid in the whole region $0 \leq \xi \leq +\infty$. 

![Fig. 1. Comparison of the exact result (44) of $F(\xi)$ with the analytic approximations (40) given by the homotopy analysis method when $\kappa = 1/3$ and $h = -1$. Dashed line: 10th-order HAM approximation; solid line: 20th-order HAM approximation; circle: exact solution (44).](image-url)
3. Homotopy-Padé approach

As verified in our previous publications [7,9–13], it is the auxiliary parameter $\hat{h}$ which provides us with a simple way to adjust or control the convergence rate and region of approximations given by the homotopy analysis method. Alternatively, in many (but not all) cases the convergence rate and/or region of

### Table 1

<table>
<thead>
<tr>
<th>$n$</th>
<th>$F^\prime\prime(0)$ given by the homotopy analysis method</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-0.56360</td>
</tr>
<tr>
<td>10</td>
<td>-0.56158</td>
</tr>
<tr>
<td>15</td>
<td>-0.56139</td>
</tr>
<tr>
<td>20</td>
<td>-0.56141</td>
</tr>
<tr>
<td>25</td>
<td>-0.56143</td>
</tr>
<tr>
<td>30</td>
<td>-0.56144</td>
</tr>
<tr>
<td>35</td>
<td>-0.56145</td>
</tr>
<tr>
<td>40</td>
<td>-0.56145</td>
</tr>
</tbody>
</table>

Fig. 2. Comparison of the numerical results of $F^\prime(\xi)$ with the analytic approximations (40) given by the homotopy analysis method when $\hat{h} = -1$. Dashed line: 10th-order HAM approximation when $\kappa = 1/5$; dash-dotted line: 10th-order HAM approximation when $\kappa = 2/5$; dash-dot-dotted line: 10th-order HAM approximation when $\kappa = 3/5$; solid line: 20th-order HAM approximation when $\kappa = 4/5$; circle: numerical solution when $\kappa = 1/5$; square: numerical solution when $\kappa = 2/5$; filled circle: numerical solution when $\kappa = 3/5$; filled square: numerical solution when $\kappa = 4/5$. 

3. Homotopy-Padé approach

As verified in our previous publications [7,9–13], it is the auxiliary parameter $\hat{h}$ which provides us with a simple way to adjust or control the convergence rate and region of approximations given by the homotopy analysis method. Alternatively, in many (but not all) cases the convergence rate and/or region of
approximations given by the homotopy analysis method can be greatly en-
larged by the so-called Homotopy-Padé approach proposed by Liao and
Cheung [13]. To explain it, consider the series
\[ U_n(q) = F_0 + \sum_{m=1}^{2n} F_m(q^n). \]  
(45)

Applying the traditional \([n, n]\) Padé approximant to above power series of \(q\), we have
\[ U_n(q) \approx \sum_{i=0}^{n} \frac{\epsilon_{n,i}(\eta) q^i}{\sum_{i=0}^{n} \mu_{n,i}(\eta) q^i}. \]  
(46)

Setting \(q = 1\) in above expression, we have due to (20) that
\[ F(\eta) \approx \frac{\sum_{i=0}^{n} \epsilon_{n,i}(\eta)}{\sum_{i=0}^{n} \mu_{n,i}(\eta)}. \]  
(47)

Different from the traditional Padé approximant, the functions \(\epsilon_{n,i}(\eta)\) and
\(\mu_{n,i}(\eta)\) are \textit{not} necessary to be power functions of \(\eta\) at all. Similarly, employing
the traditional \([n, n]\) Padé approximant to the series
\[ o_{2n} U_n(q) = F_0^{(0)} + \sum_{m=1}^{2n} F_m^{(0)} q^m, \]  
(48)

we have
\[ \frac{\partial^2 \Phi(\eta; q)}{\partial \eta^2} \bigg|_{\eta=0} \sim F_0''(0) + \sum_{m=1}^{2n} F''_m(0) q^m, \]  
(49)

which gives due to (20) that
\[ F''(0) \approx \frac{\sum_{i=0}^{n} \sigma_{n,i}}{1 + \sum_{i=1}^{n} \rho_{n,i}}. \]  
(50)

by setting \(q = 1\). It is interesting that all of the functions \(\epsilon_{n,i}(\eta), \mu_{n,i}(\eta)\) and
the constants \(\sigma_{n,i}, \rho_{n,i}\) are \textit{independent} upon the auxiliary parameter \(h\). Thus, the
results given by the homotopy-Padé approach are \textit{independent} upon the aux-
iliary parameter \(h\). Besides, it is found that the homotopy-Padé approximant
converges faster than the traditional Padé approximant. The same qualitative
conclusions were reported by Liao and Cheung [13].

It is found that when \(\kappa = 1/3\) the \([n, n]\) homotopy-Padé approximant of
\(F''(0)\) converges quickly to the exact value \(F''(0) = -0.56144919\), as shown in
Table 2. Besides, the corresponding \([5, 5]\) homotopy-Padé approximant of \(F(\eta)\)
is more accurate than the 10th-order approximation and agrees well with the
exact solution (44), as shown in Fig. 3. Furthermore, it is found that the ho-
motopy-Padé approaches mentioned above are valid for the whole \(0 < \kappa < 1\).
and the corresponding series of $F'(\xi)$ and $F''(0)$ converge rather quickly. The convergent analytic results of $F''(0)$ are listed in Table 3, which agree quite well with Kuiken’s numerical results [14].
4. Conclusions

In this paper a powerful, easy-to-use analytic technique for nonlinear problems in general, namely the homotopy analysis method, is further improved and systematically described through a typical nonlinear problem, i.e. the viscous boundary layer flow due to a moving sheet, governed by (2) and (3). A usual procedure of the homotopy analysis method is proposed for the first time. Two rules, the rule of solution expression and the rule of coefficient ergodicity, are proposed, which play important roles in the frame of the homotopy analysis method and simplify its applications in science and engineering. An explicit analytic solution (41) of considered nonlinear problem is given for the first time, with recursive formulas (30)–(39) for coefficients. This analytic solution agrees well with numerical results and can be regarded (when $-1 \leq h < 0$) as a definition of the solution of the nonlinear equations (5) and (6).

This paper shows us the validity and great potential of the homotopy analysis method for nonlinear problems in science and engineering.
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