Illustrative example

Consider a system of ODEs®

f/// - (f/)Q + ff// + 2/\9 + 5[2ff/f// _ f2fm} -0, (1)
"= g+ fgd —2Xf'+BR2ff'gd — 9" =0, (2)

subject to

f'(0) =1, £(0) = 0,4(0)
f'(00) =0, 9(00) =

where \ is the rotation parameter, 8 is the viscoelastic parameter, and the
prime indicates the differentiation with respect to n. This system models two-
dimensional flow of an upper convected Maxwell fluid in a rotating frame. It
has been solved by the HAM in Ref. B.

To solve this problem by BVPh 2.0, we have to input the differential equa-
tions, boundary conditions, initial guesses and convergence-control parameters.
The differential equations () and (B) can be coded as follows

0, (3)

TypeEQ = 1;
NumEQ = 2;
fl1,z_,{f_,g_},Lambda_]:=
D[f,{z,3}]-D[£f,z] "2+£*D[f,{z,2}] +2x1laxg+
betax(2xf*D[f, z]*D[f,{z,2}]-f"2*D[f,{z,3}]);
f[2,z_,{f_,g_},Lambda_]:=
D[g,{z,2}]-D[f,z] *g+f*D[g,z] -2*x1laxD[f,z]+
betax (2*xf*D[f, z]*D[g, z]-f"2+D[g,{z, 2}1);

Here TypeEQ controls the type of governing equations: TypeEQ=1 corresponds to
a system of ODEs without an unknown to be determined, TypeEQ=2 corresponds
to a system of ODEs with an unknown, Lambda, to be determined. Since all the
parameters in the problem will be given, we set TypeEQ to 1. Note that we use
the delayed assignment SetDelayed(:=) in Mathematica to define these ODEs
to avoid the evaluation when the assignment is made.

The boundary conditions (B) and (@) are defined in a semi-infinite interval,
from 0 to +00. They are coded as

NumBC = 5;

BC[1,z_,{f_,g_}1:=(D[f, z]-1)/.z->0;
BC[2,z_,{f_,g_}]:=£f/.2z->0;
BC[3,z_,{f_,g_}1:=g/.z->0;
BC[4,z_,{f_,g_}]:=D[f,z]/.z->infinity;
BC[5,z_,{f_,g_}]:=g/.z->infinity;

Here NumBC is the number of boundary conditions of the problem. For this
problem, we have 5 boundary conditions, so NumBC is set to 5. The symbol



infinity is introduced in our package to denote co. When an expression of
the boundary conditions contains infinity, the limit of the expression is com-
puted as z approaches co. The delayed assignment (:=) is also used to avoid
the evaluation when the assignment is made—the same reason as defining the
differential equations.

For a multi-layer problem, the differential equations in the system are not
necessarily in the same interval (see example 4 in Section H). Hence, we have to
give each equation its solution interval. To measure the accuracy of the approxi-
mate solutions, we have to compute the squared residual over the corresponding
solution interval. In practice, when the differential equation is defined in a semi-
infinite interval, we simply truncate the infinite interval to a finite interval to
compute the squared residual, or it will take a lot of computation time. For
this problem, the solution interval for each equation and the integral interval
for squared residual are defined as

zL[1] = 0;
zR[1] = infinity;
zL[2] = 0;
zR[2] = infinity;

zRintegral[1] = 10;
zRintegral[2] = 10;

Here zL[k] (or zR[k]) is the left (or right) end point of the solution inter-
val for the k-th equation f[k,z,{f,g},Lambda]. And zLintegrallk] (or
zRintegral[k]) is the left (or right) end point of the integral interval to com-
pute the squared residual for the k-th equation. If the value of zL[k] (or zR[k])
is a finite number, zLintegral [k] (or zRintegrall[k]) is set to the same val-
ue automatically. However, if any of them contains the symbol infinity, we
have to set the corresponding end point of the integral interval to a finite value.
That’s why we write explicitly zRintegral[1]=10 and zRintegral [2]=10. For
this problem, the squared residual is integrated over the range [0, 10] for both
equations.
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The auxiliary linear operators for this problem are chosen as £; = IF B

2 .
Lo = o _ 1, which are coded as
on

L{1,u_]
L[2,u_]

D[u,{z,3}]-D[u,z];
D[u,{z,2}]-u;

Here L[k,u] is the auxiliary linear operator corresponding to the k-th equation.
Note that i) 1 is the independent variable in the differential equations (W) and
(B), while z is the universal independent variable in the package BVPh 2.0; ii)
The delayed assignment SetDelayed(:=) is used to define the operator; iii) u
is a formal parameter.

For this problem, the initial guesses are fy =1 —e~* and gy = ze~*. They
are coded as



U[1,0]
U[2,0]

1-Exp[-z];
alphaxz*Exp[-z];

Here alpha is an introduced convergence-control parameter that will be deter-
mined later. U[k,0] is the initial guess of the k-th equation. Note that U[k, 0]
and u[k,0] are usually the same in the package BVPh 2.0.

We want to solve this problem when the physical parameters § = 1/5 and
A = 1/10. These two parameters are coded as

beta = 1/5;
la = 1/10;

So far, we have defined all the input of this problem properly, except the
convergence-control parameter cO[k] and alpha. Usually, the optimal values
of the convergence-control parameters are obtained by minimizing the squared
residual error. For this problem, we get the approximate optimal values of
c0[1], c0[2] and alpha by minimizing the squared residual error of the 3rd-
order approximation as

GetOptiVar[3, {}, {c0[1],c0[2],alpha}];

The first parameter of GetOptiVar denotes which order approximation is used.
Here 3 means the 3rd-order approximation is used. The second parameter de-
notes a list of constraints used in the optimization. When the second parameter
of GetOptiVar is an empty list, it means the squared residual is minimized with-
out any constraint. Here we add no constraints to minimize the squared residual.
The third parameter is a list of the variables to be optimized. Here we want to
optimize c0[1], c0[2] and alpha. After some computation, it gives the opti-
mized convergence-control parameters cO0[1]=-1.26906, c0[2]=-1.19418 and
alpha=-0.0657063.

Now we can use

BVPh[1,10]

to get the 10th-order approximation. If we are not satisfied with the accuracy of
the 10th-order approximation, we can use BVPh[11,20], instead of BVPh[1,20],
to get 20th-order approximation or higher order approximation.

The kth-order approximation of the ith differential equation is stored in
U[i,k]. We can use

Plot [{U[1,20], U[2,20]}, {z,0,10%},
AxesLabel->{"\[Etal", ""},
PlotStyle->{{Thin, Red},{Dashed, Blue}}]

to plot the 20th-order approximate solution, which is shown in Fig. M.



The accuracy of the kth-order approximation is measured by the squared
residual. We can use

ListLogPlot [Table [{2*i,ErrTotal [2*i]},{i,1,103}],
Joined->True,Mesh->Al1,
PlotRange->{{2,20},{107(-15),10"(-5)}},
AxesLabel->{"m", "error"}];

to plot the curve of the total error versus the order of approximation, which is
shown in Fig. @. Note that ErrTotal [k] stores the total error of the system
when the kth-order approximation is used, while Err [k] is a list that stores the
error for each ODE in the system when the kth-order approximation is used.
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Fig. 1: The curve of f(z) (solid) and g(z) (dashed) for the illustrative example
when 8 =1/5, A =1/10.
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Fig. 2: Total error vs. order of approximation for the illustrative example when
B =1/5 \=1/10.
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